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a b s t r a c t

Statins are the first-line choice for lowering total and LDL cholesterol levels and very important medica-
ments for reducing the risk of coronary artery disease. The aim of this study is therefore assessment of
the results of biochemical tests characterizing the condition of 172 patients before and after administra-
tion of statins. For this purpose, several chemometric tools, namely principal component analysis, cluster
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analysis, discriminant analysis, logistic regression, KNN classification, ROC analysis, descriptive statistics
and ANOVA were used. Mutual relations of 11 biochemical laboratory tests, the patient’s age and gender
were investigated in detail. Achieved results enable to evaluate the extent of the statin treatment in each
individual case. They may also help in monitoring the dynamic progression of the disease.

© 2010 Elsevier B.V. All rights reserved.
OC analysis

. Introduction

Statins are selective inhibitors of the 3-hydroxy-3-
ethylglutaryl coenzyme A (HMG-CoA) reductase, the

ate-limiting enzyme in the biochemical cascade of choles-
erol biosynthesis [1,2]. Their predominant action is to reduce
irculating levels of low-density lipoprotein (LDL) cholesterol; to a
maller degree, they also increase high-density lipoprotein (HDL)
holesterol and reduce triglyceride concentrations [3,4]. Statins
ave been demonstrated to significantly affect the prognosis
nd outcome of patients with risk factors to atherosclerosis.
everal studies have suggested an extra-beneficial effect of the
tatins in the prevention of atherosclerosis and coronary artery
isease [5].

Three kinds of statins were used in the drugs dosed during
he therapy: Simvastatin, Atorvastatin and Rosuvastatin. Atorvas-
atin and Simvastatin [6] have similar effects on serum triglyceride,
otal cholesterol, and LDL cholesterol levels. Both drugs increase
DL cholesterol levels, but the effect of Simvastatin is consid-

red significantly greater than that of Atorvastatin [7]. Rosuvastatin
as been shown to produce large, dose-dependent reductions in
DL cholesterol and have beneficial effects on other lipid vari-
bles in hypercholesterolemic patients [8]. Although all statins

∗ Corresponding author.
E-mail address: tatjana@centrum.sk (T. Ďurčeková).

731-7085/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.jpba.2010.07.047
share a common mechanism of action, they differ in terms of their
chemical structures, pharmacokinetic profiles, and lipid-modifying
efficacy [9].

At present it is well known that the treatment by statins
lowers the levels of total cholesterol and its LDL fraction. How-
ever, it is not sufficiently known what changes may be expected
in the level of other lipid markers, which may provide a com-
plex information about the effect of the statin treatment. It is
also not clear enough whether some side effect may be cou-
pled with the statin treatment during a longer time. Due to
the risk of unintended adverse side effects the patients who
are prescribed statins should be closely monitored. A number
of statins may raise the risk of liver dysfunction, acute renal
failure, myopathy (diseases of muscle), and cataracts. Therefore
regular blood checks are necessary to ensure the value of choles-
terol is (and further lipid markers are) at a satisfactory level
and the statins medication is not affecting the vital function
[10].

With regard to the above-mentioned facts the aim of this work
is (1) to investigate the changes in the concentration levels of all
frequently monitored lipid markers (tCHOL, HDLc, LDLc, TG) and
their combination, like aterogenity index, (2) to show the effect of

statins upon the selected standard biochemical tests, which mon-
itor especially the function of liver (ALT, AST, ALP, GMT), kidneys
(CREA), and are related to the heart activity or may indicate the
muscle dystrophy (CK) (all medical abbreviations are explained in
Section 2.1).

dx.doi.org/10.1016/j.jpba.2010.07.047
http://www.sciencedirect.com/science/journal/07317085
http://www.elsevier.com/locate/jpba
mailto:tatjana@centrum.sk
dx.doi.org/10.1016/j.jpba.2010.07.047
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. Material and methods

.1. Description of laboratory data

Patient data were obtained in collaboration with out-patient
octor – internist who is prescribing statins for his/her patients.
he same individuals were evaluated before and after the treat-
ent; the after treatment evaluation was 12 months since the time
hen the treatment started. Fulfilling these conditions was possi-

le due to a posteriori selection of the patients results from a larger
ocumentation in such a way that all selected results were com-
lete. The medical laboratory providing the laboratory testing has
een accredited according to the ISO 17025 and strictly followed
articular requirements for quality and competence.

This study includes serum levels of the selected biochemical
ests of 172 patients with lipoprotein metabolism failure, other
ind of lipidaemia and with further diseases: essential hyperten-
ion (54% of men, 22% of women), ischemic heart disease (35% of
en, 52% of women), pancreas disease (28% of men, 26% of women),

therosclerosis (13% of men, 16% of women), hypertension (11% of
en, 14% of women), hepatopathy (22% of men), asthma (11% of
en), acute myocardial infarction (one men, one women), angina

ectoris (one men), heart failure (one men), varicose vein (12% of
omen).

The results for 84 men samples and 88 women samples were
ransferred into two basic tables, one for men another for women
hese tables contained the sample origin, i.e. the patients, in
he rows and the determined biochemical tests and age were in
olumns. The measured column values are: (a) concentration of five
ipid parameters – total cholesterol (designed in italics as tCHOL

hen used as the variable in calculations in the following text),
igh-density lipoprotein cholesterol (HDLc), low-density lipopro-
ein cholesterol (LDLc), triacylglycerols (TG), and aterogenity index
AI) given by the ratio (tCHOL − HDLc)/HDLc, (b) concentration of
ix standard biochemical parameters – creatinine (CREA), aspartate
minotransferase (AST), alanine aminotransferase (ALT), alkaline
hosphatase (ALP), creatine kinase (CK), and gamma-glutamyl
ransferase (GMT), and, finally, (c) the age of the patient. Blood
amples were drawn before statin treatment and 1 year after dura-
ion of the statin therapy; the patient’s gender represents another
ifference among the samples.

The patients were treated with the following drugs: (a) Simvor
containing Simvastatin) – 54% of men, 48% of women, (b) Tor-
acard (Atorvastatin) – 28% of men, 26% of women, (c) Tulip
Atorvastatin) – 9% of men, 14% of women, (d) Simvacard (Sim-
astatin) – 4% of men, 12% of women 20 mg daily. One patient
as treated with Crestor (Rosuvastatin) – 10 mg daily and one
ith Sortis (Atorvastatin) – 20 mg daily. In conjunction to statins,

dditional drugs were administered to the patients if necessary –
epatoprotectives, antihypertensives, cardiotonics, beta-blockers,
CE inhibitors, vasodilators, digestives, antiasthmatics, antidepres-
ants, bronchodilators, antiuretics, analgesics and cytostatics.

.2. Statistical data analysis and description of multidimensional
ethods

Four software packages were employed for statistical calcula-
ions: (1) SPSS 15.0 to perform PCA, discriminant analysis, logistic
egression, ROC analysis, ANOVA and correlation analysis; (2)
AS Enterprise Guide 3.0 to carry out discriminant analysis and
NN classification; (3) Statgraphics Plus 5.1 for cluster analysis.

icrosoft Excel 2003 was used for preparation of the data in the

ppropriate form and their subsequent processing.
Principal component analysis, PCA, [11] is a basic way of

haracterizing multidimensional data, providing a satisfactory rep-
esentation of the studied objects (blood samples in this work) by
d Biomedical Analysis 54 (2011) 141–147

projecting the original data set from the high dimensional space of
variables (investigated laboratory tests) onto the lower dimension
space. Often only two or three most important principal compo-
nents, calculated by the linear combination of original variables,
sufficiently represent the total variability of the original data [12].

Cluster analysis, CA, is the term applied to a group of techniques
that seek how to divide a set of objects into a number of homoge-
neous groups or clusters when there no a priori information about
the group structure of the data [13]. In CA, also variables may be
grouped instead of objects and in this way the similarities among
the variables can be demonstrated.

The goal of multivariate classification is to classify the investi-
gated objects characterized by the selected attributes or variables;
that is, to determine which class every object belongs to. Based
on the set of data whose class is a priori known a set of rules are
designed and generalized in order to classify the objects with the
greatest precision possible [14].

Most known classification techniques are linear discriminant
analysis [15–17] and quadratic discriminant analysis [17–19] as
well as logistic regression [17,20], considered also as a discrimi-
nant analysis technique in a broader sense [17]. The K-th nearest
neighbour discrimination technique [17], KNN, is also useful for
classification method since it does not need any assumption on the
error distribution, unless the previously mentioned ways of classi-
fication. The main variant of this technique is based on the majority
vote rule, which means that K neighbour objects, nearest to the clas-
sified object, are searched and then the classification of the given
object is made according to which class the neighbour objects are
predominantly classified. The success of classification techniques
is given by the ratio of the correctly categorized objects (patient
samples) over the number of all objects. This is calculated for the
training set as well as the validation set of objects; the validation
results are much more important since they estimate the prediction
power of the given classification.

The data preprocessing in PCA, CA and KNN was made by stan-
dardization (autoscaling).

Analysis of variance, ANOVA, although being not a multidi-
mensional technique, is a multiple comparison procedure, which
reveals whether several sample means can be considered to be
equal [16].

3. Results and discussion

3.1. Principal component analysis

The obtained PCA results are visualized in the biplot form in
Fig. 1, where 12 biochemical tests applied to 84 men samples are
linearly combined in the form of principal components. This biplot
simultaneously represents the samples as markers together with
twelve selected variables, depicted by the rays stretched from the
origin to the point determining the variable position in the plane of
the principal components. A close position of tCHOL, AI, LDLc and TG
at the shown PCA biplot confirms their strong mutual dependence,
independently confirmed also by performed correlation analysis.
The mentioned variable position helps to understand the PC1 axis
as expressing the cardiovascular risk. This statement is confirmed
by the almost opposite position of HDLc at the low PC1 value.
The position of CREA (and also CK in some extent) indicates its
partial relation to the cardiovascular risk, represented by the PC1
coordinate. Further variables, mainly AST, ALT and GMT and their
opponents ALP and Age, located along the PC2 axis, are perpen-

dicular to the cholesterol variables, which indicate that they are
independent on them and on the cardiovascular risk. The same
output provided the results of correlation analysis.

The biplot obtained for women exhibited tCHOL and LDLc as the
strongest agents indicating the cardiovascular risk. CREA, ALP and
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ig. 1. PCA biplot in the PC2–PC1 plane for 84 men samples and 12 variables (bio-
hemical tests). Software SPSS 15.0. (1) Values before the statin treatment, (2) values
fter 1-year treatment by statins.

ge (different to men!) were dependent on this risk partially. In
eneral, the PCA biplot for women did not exhibit the effects of
he statin treatment in the same way as in the case of men; the
osition of AI and TG with respect to tCHOL and LDLc was not close
ut perpendicular. However, it should be noted that in both cases
men as well as women) first two principal components express
nly about 41–42% of the data variability, which is not sufficient.
herefore information taken from PCA is not complete and has to be
upplemented by the results of further chemometrical techniques.

.2. Cluster analysis

In the studied case, cluster analysis was performed distinctively
or the men and the women samples. Ward hierarchical cluster
nalysis was applied using squared Euclidean distance between the
ariables. For the men as well as the women data three main clus-
ers appeared at the dendrogram, which is a common output of
hese techniques [21]. In both cases one cluster (showing the max-

mum similarity) was formed by the “bad” cholesterol variables
CHOL, LDLc and AI, which all represent high cardiovascular risk. As
he closest to it a small cluster of TG and Age appeared but only
or the women samples (Fig. 2), which is different to the situation
bserved for men. The definition of the relative change of the indi-

able 1
esults of classification of men and women samples into two categories – before and 1 ye
LR) and KNN method calculated by two software packages SPSS and SAS.

Test Results Training set

Men

LDA True/all 73/84
% True 86.9

QDA True/all 70/84
% True 83.3

LR True/all 75/84
% True 89.3

KNN True/all 69/84
K = 5 % True 82.1

KNN True/all 69/84
K = 7 % True 82.1

KNN True/all 70/84
K = 9 % True 83.3

KNN True/all 69/84
K = 11 % True 82.1
Fig. 2. Dendrogram of cluster analysis of RCBA values for 88 women samples and
12 variables (11 biochemical tests plus Age). Ward’s clustering method, squared
Euclidean distance. Software Statgraphics Plus 5.1.

vidual biochemical test (RCBA) is given in part 3.6. With regard to
the most important variables indicating lipidaemia, the situation
for men and women is similar so that, in general, the results of
cluster analysis are supporting the PCA outputs.

3.3. Classification by discriminant analysis and KNN

Table 1 shows a summary of the results of linear discriminant
analysis, LDA, quadratic discriminant analysis, QDA, and logistic
regression, LR, for two data sets belonging to men and women. All
these methods distribute the patient samples into two classes –
before treatment by statins (Class 1) and after it (Class 2). The results
for the training data set (calculating the classification model) and
the leave-one-out validation, LOO, are represented in per cents.
In the LOO technique, one object is left out from the training set
and used as the only object for the purpose of validation until
all objects are successively changed off. The result in the valida-
tion step, related to the samples independent of those used in the
training process, is more important for overall valorization of the
classification method.

The KNN results were also evaluated on the basis of success-

ful classification (in %) for (a) the training data set, and for (b)
the samples excluded from the training set by the leave-one-out
method, used for the cross-validation purposes. The best classifica-
tion performance in Table 1 was achieved when using seven nearest
neighbours (K = 7) for the men samples and eleven (K = 11) for the

ar after statin treatment – by discriminant analysis (LDA, QDA), logistic regression

Leave-one-out

Women Men Women

81/88 67/84 74/88
92.0 79.8 84.1

76/88 55/84 61/88
86.4 65.5 69.3

79/88 72/84 77/88
89.8 85.7 87.5

76/88 64/84 70/88
86.4 76.2 79.5

75/88 66/84 73/88
85.2 78.6 82.9

76/88 64/84 73/88
86.4 76.2 82.9

76/88 63/84 75/88
86.4 75.0 85.2
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Table 2
Effect of statin administration on the level of all investigated variables (laboratory tests as well as multicomponent variables) expressed by the ROC curve area and Gini
coefficients.

Men Women

Variable A G Variable A G

DF1 0.949 0.898 Logit 0.973 0.946
Logit 0.935 0.870 DF1 0.968 0.936
tCHOL 0.931 0.862 tCHOL 0.940 0.880
LDLc 0.921 0.842 LDLc 0.880 0.760
PC1 0.892 0.784 AI 0.748 0.496
AI 0.798 0.596 PC1 0.710 0.420
TG 0.713 0.426 TG 0.676 0.352
HDLc 0.629 0.258 ALT 0.598 0.196
CK 0.554 0.108 HDLc 0.562 0.124
CREA 0.529 0.058 CK 0.557 0.114
ALT 0.512 0.024 ALP 0.533 0.066
AST 0.509 0.018 GMT 0.517 0.034
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ALP 0.501 0.002
GMT 0.490 −0.020

ote: A – area under the corresponding ROC curve; G – Gini coefficient.

omen samples. Nevertheless, these results are not better com-
ared to logistic regression, which exhibits the best results for the

eave-one-out validation amongst all.
The importance of classification methods in the investigated

tatin problem is diminished by the fact that in this case they are
ot expected to provide prediction of the patient category, e.g. in
he form of positive or negative diagnosis. Instead, their more mod-
st aim is to demonstrate that the difference of the patients’ status
efore and after statin treatment is highly significant. This quan-
itative output complements the qualitative outputs of principal
omponent analysis and cluster analysis.

.4. ROC analysis

The predictive value of any test can be displayed by constructing
he plot of sensitivity against (1 – specificity). Sensitivity and speci-
city are here defined in the way common in clinical chemistry;
therwise they may be called sensitivity measure and selectivity
easure, respectively [22]. The area under the corresponding ROC

urve, A, is used as a summary measure of the test effectivity [23].
he ideal ROC curve has an A of 1, while a totally ineffective test
xhibits a ROC curve along the diagonal line and has an A of 0.5.
In the performed ROC analysis, all original laboratory variables
lus three linearly composed multicomponent variables PC1, DF1
nd logit were used. The values of the first principal component,
C1, are the same as computed by principal component analysis and
sed in Section 3.1. Applied software allows saving these values in a

able 3
ne-way analysis of variance showing effect of statin administration upon biochemical te

Test F p

tCHOL Men 90.92 6.2E−15
Women 91.68 3.3E−15

LDLc Men 73.29 5.4E−13
Women 60.18 1.6E−11

AI Men 24.78 3.5E−06
Women 18.72 4.1E−05

TG Men 9.147 0.0033
Women 7.217 0.0087

HDLc Men 2.176 0.144
Women 1.347 0.249

ategories: (1) Before the drug administration, (2) after 1-year drug administration (sep
amples, F (0.05, 1, 86) = 3.952 for women samples. Significant results obtained by the giv
AST 0.512 0.024
CREA 0.509 0.018

table form into the PC memory and used them for another purpose.
The values of the first discriminant function, DF1, were similarly
obtained in a way described under linear discriminant analysis in
Section 3.3; logit is the calculated dependent variable in logistic
regression (part Section 3.3). The patient values of DF1 and logit
were saved into the PC memory and subsequently used together
with the saved PC1 values in the data file prepared in MS Excel for
the ROC analysis.

The best variables with the largest ROC curve area are shown
in Fig. 3, which demonstrates that the A value belonging to DF1
is clearly larger compared to the best original variables; the logit
A value is also insignificantly larger than the ROC area for tCHOL –
the best individual marker. Among them the most significant statin
effect (with A > 0.6) exhibit tCHOL, LDLc, AI, TG and HDLc for the
men samples and tCHOL, LDLc, AI and TG for the women samples.
The observed independence of six standard biochemical parame-
ters (characterizing the liver and/or renal human body functions)
upon the statin treatment can be expected. The Gini coefficients,
G, surveyed in Table 2, represent an alternative comparison of the
statin effect on 11 investigated variables in the more convenient
interval (0, 1):

G = 2A − 1 (1)
It is worth noting that the observed negative values of Gini coef-
ficients are caused by random errors affecting the part of the ROC
curve below the diagonal line, which represents the ROC area value
of A = 0.5.

sts using categorical variable Class 2.

Test F p

AST Men 1.214 0.274
Women 0.093 0.762

CK Men 0.885 0.350
Women 0.503 0.480

CREA Men 0.811 0.371
Women 0.118 0.732

ALT Men 0.616 0.435
Women 3.503 0.0647

GMT Men 0.268 0.606
Women 0.339 0.562

ALP Men 0.014 0.906
Women 0.471 0.495

arately for men and women). Critical F-values are: F (0.05, 1, 82) = 3.958 for men
en laboratory test are indicated in bold (separately for men and women samples).
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Table 4
Output of the ANOVA least significance difference post hoc test indicating all significant differences between the pairs (I vs. J) of four investigated categories of Class 4.

Multiple comparison

Dependent
variables

(I) (J) Mean
difference (I–J)

Standard
error

pa 95% Confidence interval

Lower bound Upper bound

tCHOL 1 2 1.567 0.172 2.1E−16 1.228 1.905
1 4 1.746 0.170 1.5E−19 1.411 2.081
3 2 1.489 0.170 1.8E−15 1.154 1.824
3 4 1.668 0.168 1.3E−18 1.337 1.999

LDLc 1 2 1.243 0.156 2.1E−13 0.936 1.550
1 4 1.431 0.154 7.1E−17 1.128 1.735
3 2 1.061 0.154 1.0E−10 0.758 1.365
3 4 1.250 0.152 5.2E−14 0.950 1.550

TG 1 2 0.555 0.169 0.0012 0.226 0.888
1 3 0.478 0.167 0.0046 0.150 0.807
1 4 0.879 0.167 4.0E−07 0.551 1.208
3 1 −0.478 0.167 0.0046 −0.817 −0.150
3 4 0.401 0.165 0.0159 0.076 0.726

AI
1 2 0.908 0.179 1.0E−06 0.555 1.260
1 3 0.916 0.177 6.2E−07 0.567 1.265
1 4 1.657 0.177 4.5E−17 1.308 2.006
3 1 −0.916 0.177 6.2E−07 −1.265 −0.567
3 4 0.741 0.175 3.6E−05 0.396 1.086

C minist
a

mean
d

3

v
b

T
D
a

N
s
q

ategories: (1) Men before the statin administration, (2) men after 1-year statin ad
dministration.

a Significance level is expressed by p-values rounded to 2 or 3 valid figures; the
id not provide significant differences.

.5. Analysis of variance (ANOVA) and descriptive statistics
In this work, ANOVA was performed for each of 11 quantitative
ariables dependent on the selected single factor. This factor may
e represented by two categorical variable, named here as Class 2

able 5
escriptive statistics for biochemical tests before statin administration (denoted b) and af
nd relative change of biochemical test defined as RCBA = (a − b)/b for all tests.

Test Mean (x) Standard deviation (s) M

b a RCBA b a RCBA b

Men
tCHOL 6.60 5.04 −0.235 0.722 0.783 0.107
LDLc 4.19 2.94 −0.288 0.690 0.640 0.161
AI 3.95 3.05 −0.218 0.828 0.843 0.193
TG 2.34 1.78 −0.200 0.839 0.844 0.382
HDLc 1.36 1.28 −0.056 0.216 0.265 0.127
CK 1.87 2.03 0.131 0.749 0.824 0.327

CREA 82.7 80.2 −0.024 13.9 12.0 0.098 7
GMT 0.705 0.778 0.120 0.548 0.734 0.549
ALT 0.541 0.609 0.250 0.230 0.509 1.330
AST 0.434 0.443 0.045 0.104 0.146 0.297
ALP 1.26 1.25 0.009 0.338 0.340 0.220

Women
tCHOL 6.53 4.86 −0.253 0.802 0.832 0.112
LDLc 4.00 2.75 −0.302 0.709 0.799 0.199
AI 3.04 2.30 −0.229 0.836 0.769 0.202
TG 1.86 1.46 −0.197 0.734 0.664 0.209
HDLc 1.70 1.59 −0.054 0.445 0.401 0.119
CK 1.65 1.79 0.163 0.896 0.992 0.469

ALT 0.405 0.353 −0.079 0.146 0.111 0.266
ALP 1.29 1.24 −0.022 0.359 0.321 0.166
GMT 0.435 0.375 0.017 0.620 0.306 0.453
CREA 70.2 69.3 −0.004 12.2 11.5 0.125 6
AST 0.399 0.393 0.003 0.098 0.091 0.196

ote: For men t crit = 2.020 (˛ = 0.05, � = 41); for women t crit = 2.017 (˛ = 0.05, � = 43). S
ignificant difference of the test results after 1-year treatment and before statin adminis
uartile adjusted by the factor of 0.7413 to fit better to the standard deviation).
ration, (3) women before the statin administration, (4) women after 1-year statin

difference is considered significant when p < 0.05. Other explored laboratory tests

and Class 4, which indicates whether (a) the treatment by statins

was carried out (after drug administration) or not (before it) and (b)
the patient is a man or a woman. Two categories of Class 2 are (1)
the patient sample before the drug administration, (2) the patient
sample after the drug treatment; ANOVA was evaluated separately

ter one year statin administration (denoted a) using common and robust estimates

edian (x̃) IQR (adjusted) t = xn1/2/s

a RCBA b a RCBA RCBA

6.40 4.90 −0.230 0.815 0.723 0.112 14.149
4.08 3.03 −0.297 0.625 0.576 0.149 11.553
3.85 3.00 −0.234 0.908 0.649 0.168 7.316
2.34 1.68 −0.291 0.788 0.523 0.143 3.393
1.31 1.27 −0.065 0.161 0.193 0.104 2.878
1.78 1.86 0.107 0.804 0.812 0.306 2.594

9.4 79.7 −0.018 14.233 13.028 0.087 1.586
0.485 0.515 −0.012 0.456 0.415 0.293 1.416
0.475 0.505 −0.071 0.250 0.235 0.366 1.216
0.415 0.395 −0.028 0.089 0.111 0.204 0.973
1.21 1.22 −0.035 0.302 0.263 0.101 0.267

6.40 4.80 −0.271 0.723 0.834 0.092 14.973
3.94 2.61 −0.324 0.643 0.658 0.196 10.064
3.00 2.25 −0.247 0.778 0.815 0.213 7.500
1.86 1.34 −0.199 0.752 0.517 0.194 6.251
1.70 1.58 −0.058 0.324 0.369 0.134 3.031
1.45 1.55 0.055 0.573 0.686 0.339 2.312

0.37 0.34 −0.120 0.154 0.120 0.289 1.961
1.24 1.18 −0.045 0.413 0.406 0.140 0.898
0.31 0.30 −0.058 0.143 0.148 0.249 0.248
8.75 67.65 0.014 11.490 10.823 0.131 0.212
0.40 0.38 −0.024 0.069 0.095 0.156 0.113

ignificant t-test values for RCBA are denoted by bold typefaces and indicate the
tration. IQR – interquartile range (the difference between the upper and the lower
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Fig. 4. Comparison of the box- and whisker plots for the best laboratory tests and
the multicomponent variables logit, DF1 and PC1. Box- and whisker plots are con-
structed using 10%, 25%, 50%, 75% and 90% percentiles of the ranked variable or the
ig. 3. ROC curves indicating the effectivity of the statin administration for the best
iochemical tests tCHOL, LDLc, AI and TG (selected by the largest area under the ROC
urve) and the calculated multicomponent variables DF1, logit and PC1 for 84 men
amples. Software SPSS 15.0.

or men and women. The results collected in Table 3 show that the
tatin treatment affected significantly the level of four following
ests: tCHOL, LDLc, AI and TG with the p-values less than 0.05 (95%
robability).

Four categories of Class 4 are (1) men before the drug admin-
stration, (2) men after the drug treatment, (3) women before the
reatment, (4) women after the treatment. In this case two post
oc ANOVA tests were applied: (1) the least significant difference
est [16,24], (2) Bonferroni test [16]. Both tests provided the same
esults: the variables tCHOL, LDLc, TG and AI are capable to separate
he category 1 from category 2 and the category 3 from category

(which is the main goal) and also 1 from 4 and 3 from 2. The
election of the most important ANOVA outputs is summarized in
able 4 where only the significant combinations of the categories
re included.

Even though descriptive statistics is often considered as some-
hing deficient compared to more sophisticated multivariate
echniques, it can bring valuable information adding a new insight
o the studied problem. A simple tool, well demonstrating the
ffects of the statin treatment, is based on the relative change of
iochemical test, RCBA, which we have defined as

CBA = a − b

b
(2)

here b denotes the test result before the statin treatment and
denotes it after 1-year treatment. This approach allows for

ypotheses testing effective using not only the mean and the stan-
ard deviation but also their robust counterparts – the median
nd the interquartile range (IQR), and performs finally the tests
f significance for every laboratory test in a very simple way.
he relevant data including also the final t-test results are sum-
arized in Table 5. This table demonstrates six laboratory tests
ith the t value larger than the critical one so that tCHOL, LDLc,
I, TG, HDLc, and also CK (which is close to the critical test
alue) may be considered significantly affected by the statin treat-

ent for the samples regarding both genders of the patients.

he order of the tests in this table shows how much they are
ffected. At the same time the close values of the pairs x vs.

˜ and s vs. IQR signify no outliers existing in the investigated
ata sets.
investigated test. (B) blood serum samples before taking statins, (A) after the statin
treatment. Men samples are located in the left column, women samples are in the
right column. Most successful results are in the bottom.

Box- and whisker plots are useful means of descriptive statistics
for comparing different sets of one-dimensional data and their con-
struction allows a visual representation of the data [16]. The box
itself covers inner 50% of all data values, starting from the lower
quartile (25% of the ordered data) and ending by the upper quar-
tile (75% of the ordered data). The whiskers, represented by the
abscisses, cover the lowest and highest part of the variable data;
the line across the box represents the median.

Based on the known categorization of the proband samples into
two categories – before and after administration of statins, a com-
parison of the statin effect on the blood serum levels of all studied
tests is visualized using box- and whisker plots. In addition, three
multicomponent variables, namely PC1 (the first principal compo-
nent), DF1 (the first discriminant function) and logit (the dependent
variable in logistic regression) are also shown and compared to
individual biochemical tests. The multicomponent variables were
calculated by linear combinations of all original variables (tests)

by principal component analysis, discriminant analysis and logis-
tic regression. Box-plots in Fig. 4 demonstrate that the selected
two categories of probands are relatively well separated using the
variables tCHOL, LDLc, and AI for the men as well as the women sam-
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les. Nevertheless, it is evident that even better separation of two
ategories is achieved when using PC1, logit and DF1 for the men
amples and DF1 and logit for the women samples. The effective
tilization of the multicomponent variables in prediction and con-
rmation of clinical diagnosis was discovered in our previous works
25,26] and is supported by the present results. A relatively small
ifference of the HDLc results is in accordance with several above-
entioned results; the same is valid for practically insignificant

hanges of further six biochemical parameters.

. Conclusions

Positive changes in lipid metabolism after statin treatment of
he patients with cardiovascular risk can be unambiguously deter-

ined and monitored by means of statistical and chemometrical
echniques, which provide qualitative as well as quantitative judg-

ent related to the laboratory tests, which are mostly affected by
he administration of statin drugs.

In this work, biplots of principal component analysis, den-
rograms of cluster analysis, ROC curves and box- and whisker
lots provide visualization of the statin effects. Discriminant anal-
ses, logistic regression and KNN classification methods allow
clear discrimination of the patients’ samples into two cate-

ories – before and after statin treatment. Analysis of variance
evealed that four variables are capable to differentiate the statin
reatment with regard to the patient gender: total cholesterol,
ow-density lipoprotein cholesterol, triacylglycerols and aterogen-
ty index. High-density lipoprotein cholesterol as well as all further
nvestigated biochemical parameters were not efficient in differ-
ntiating neither men nor women groups before and after statin
reatment.

A very high diagnostic effectiveness of three calculated
ulticomponent variables, composed by linear combination of

ndividual laboratory tests, represents a special feature of the
chieved results. It predestinates their further utilization in car-
iovascular risk confirmation and prediction.

There may be considered two potentially serious side effects of
tatins, of which patients need to be aware. Occasionally, statin use
ause an increase in liver function tests (ALT, AST, ALP, GMT). If the
ncrease is severe, the patient may need to stop taking the drug,

hich usually reverses the problem. If there is no increase or it is
nly mild, one can continue to take the drug. In general, our study
as not proved a significant change in the level of liver function
ests with the statin uptake. In present work, among the non-lipid
ests only creatine kinase, CK, (indicating a possible myopathia)
ere found possibly affected by the statin treatment on the basis

f the t-tests, both for men and women. However, neither ROC
urves nor ANOVA results were not decisive to confirm the pre-

ious suspicion. It is important to underline that in such a case
often occurring in real life) only the use of several statistical tools
an provide an objective general statement. Such an effect should
e assessed individually for the corresponding patients and their
urther monitoring should be made aimed to its evaluation.
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